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Abstract: A key challenge facing the use of Machine Learning (ML) in organizational selection settings (e.g., the pro-

cessing of loan or job applications) is the potential bias against (racial and gender) minorities. To address this challenge,

a rich literature of Fairness-Aware ML (FAML) algorithms has emerged, attempting to ameliorate biases while main-

taining the predictive accuracy of ML algorithms. Almost all existing FAML algorithms define their optimization goals

according to a selection task, meaning that ML outputs are assumed to be the final selection outcome. In practice, though,

ML outputs are rarely used as-is. In personnel selection, for example, ML often serves a support role to human resource

managers, allowing them to more easily exclude unqualified applicants. This effectively assigns to ML a screening rather

than selection task. It might be tempting to treat selection and screening as two variations of the same task that differ only

quantitatively on the admission rate. This paper, however, reveals a qualitative difference between the two in terms of

fairness. Specifically, we demonstrate through conceptual development and mathematical analysis that mis-categorizing

a screening task as a selection one could not only degrade final selection quality but result in fairness problems such

as selection biases within the minority group. After validating our findings with experimental studies on simulated and

real-world data, we discuss several business and policy implications, highlighting the need for firms and policymakers to

properly categorize the task assigned to ML in assessing and correcting algorithmic biases.
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1 Introduction

The past decade witnessed remarkable advances in the use of Machine Learning (ML) in operational selec-

tion processes such as the processing of loan or job applications (Mithas et al. 2022). In personnel selection,

for example, ML is reportedly used in about one third of all organizations (Gonzalez et al. 2019). A particu-

lar appeal of using ML in these selection settings is the ease of casting the problem as predicting the quality

of a selection outcome, e.g., the future job performance of applicants being selected, based on predictors

such as the biodata and test scores of applicants. Once a firm collects historic data for these predictors and

quality outcomes (e.g., from current/past employees), it runs an ML algorithm over the historic data to train

a prediction model, before using the model in support of future selections.

Yet the use of ML in selection also faces an enormous challenge in terms of fairness across demographic

groups (Sunar and Swaminathan 2022), such as those defined by legally protected characteristics including

1
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race or gender. Due to prevailing laws in the United States (i.e., Civil Rights Act 1991) and the European

Union (i.e., Race Equality Directive 2000/43/EC), ML algorithms are not allowed to directly access the

race or gender of an applicant (so as to avoid the so-called “disparate treatement”; Gottfredson 1994). Yet,

as ML researchers soon realized, many other predictors (e.g., test scores for cognitive ability; Hunter and

Hunter 1984) contain information about the protected demographic variables, which could be learned by

ML algorithms to generate unfair outcomes. As a case in point, Amazon developed an ML algorithm for

screening resumes, only to scrap it altogether because the algorithm learned rules (from historic data) that

automatically penalize candidates who graduated from women’s colleges (Dastin 2018). Similar biases were

found for ML algorithms in other selection settings, such as loan underwriting (Fu et al. 2021, Martinez

and Kirchner 2021), tenant screening (Gikay 2020), college admission (Burke 2020), etc. To address this

crucial concern in designing ML algorithms, researchers started pursuing certain fairness goals over the

selection outcome generated by the ML algorithm. For example, a common fairness goal for personnel

selection is a lower bound on the adverse-impact ratio (AIR), which is the ratio between selection rates for

minority and majority candidates (Zhang et al. 2023). ML algorithms that pursue at least one fairness goal

are collectively known as Fairness-Aware ML (FAML) algorithms, which have seen important contributions

from multiple related fields such as operations management (De-Arteaga et al. 2022, Kallus et al. 2022),

information systems (Fu et al. 2022), and computer science (Mehrabi et al. 2021).

Nearly all existing FAML algorithms assume that the selection outcome is directly derived from the

prediction model generated by the ML algorithm (cf. Mehrabi et al. 2021). In other words, when a firm

employs the prediction model to calculate the predicted scores for all applications, it proceeds to select

(i.e., approve) those applications with predicted scores above a certain threshold1. In practice, however,

ML predictions are seldom used as-is in selection settings. Take personnel selection, for example, where

ML typically serves a supportive role to Human Resource (HR) managers by screening candidates for

subsequent interviews (Liem et al. 2018). That is, ML predictions are primarily utilized to identify and

screen out unqualified cases, whereas for the remaining applicants, HR managers manually gather additional

information (e.g., through interviews and reference letters) before making decisions. Consequently, the task

assigned to ML is more appropriately categorized as a screening task rather than a selection task in practice.

Despite this distinction, the prevailing view today is that it has little impact on the design and functioning

of FAML algorithms, except for the obvious (quantitative) difference in selection/retention rate. The preva-

lence of this view is evidenced by the near-universal adoption of the selection task in defining optimization

goals for ML algorithms (Mehrabi et al. 2021). On the surface, this view also seems reasonable, as the goal

of ML is to assign a “better” application with a higher predicted score. Whether one application is deemed

“better” than another seems irrelevant to whether the task at hand is selection or screening.

1 The threshold could be pre-determined or calculated based on the top-k scores (e.g., if the number of approvals is limited by k).
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What we submit in our current work, however, is that the two tasks differ qualitatively for the design

of an FAML algorithm. As elaborated in the paper, a root distinction between the two is the cost/benefit

tradeoff for FAML to make risky choices. Consider personnel selection as an example. Suppose that FAML

predicts the quality (e.g., future job performance) of an applicant to follow a bimodal distribution2 – e.g.,

either very good or very bad. Opting for such an applicant is inherently risky for the selection task, given

the prospect of hiring an unqualified employee. For the screening task, however, the dynamics shift. Even

in scenarios where the applicant turns out to be unqualified, a capable HR manager still has the chance

to catch and reject the application after an interview, thereby limiting the cost of this risky choice to a

wasted interview spot. In other words, an FAML algorithm should logically lean towards making high-risk

high-reward choices if it were equipped with the knowledge of (the existence of) latter-stage interviews.

Conversely, to design an FAML algorithm for selection, only to subsequently employ it for screening, misses

this opportunity afforded by the screening task – an opportunity to leverage the availability of latter-stage

interviews to manage the consequences of bold choices. Further, we demonstrate that the ability to make

high-risk high-reward choices is crucial for ameliorating the fairness problems known to exist for FAML

algorithms, such as selection biases within the minority group and the resulting between-group differences

in selection quality (Zhang et al. 2023). This highlights the importance of designing FAML algorithms for

the screening task rather than mis-categorizing a screening task as a selection one in algorithmic design.

The rest of the paper is organized as follows. We briefly review the related literature in Section 2. Then,

we start by comparing ML selection and screening algorithms without fairness constraint in Section 3,

followed by a comparison with fairness constraint in Section 4. Section 5 presents mathematical analysis

and experimental results (over both simulated and real-world data) on the comparison between selection

and screening. We conclude the paper with discussions of its managerial implications and limitations in

Section 6.

2 Literature Review

Organizational selection decisions, such as personnel selection, have been extensively studied across sci-

entific disciplines such as operations management (e.g., Aksin et al. 2007), human resource management

(SIOP 2018), machine learning (e.g., Mitchell et al. 2018), etc. In the operations management literature,

for example, personnel selection serves as the foundation of the renowned secretary problem, which has

continued to garner attention over the past half-century (e.g., Lindley 1961, Stewart 1981, Tamaki 1991,

Eriksson et al. 2007, Oh and Özer 2016, Kesselheim et al. 2023). More broadly, operations management

scholars have delved into various aspects of personnel selection, exploring the link between hiring decisions

and employee learning (Arlotto et al. 2014), investigating the complex interactions among hiring, training,

2 As explained later in the paper, the optimization goals pursued by FAML algorithms make such bimodal distributions common
occurrences for FAML predictions.
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and turnovers (Aksin et al. 2007), and examining the interface between operations management and human

resource management (Boudreau et al. 2003). As our paper focuses on the use of FAML algorithms in selec-

tion settings, this literature review zeros in on two issues specific to the use of FAML: 1) what “fairness”

means in organizational selection settings; and 2) the existing design of FAML algorithms.

2.1 Fairness Requirements

In terms of what “fairness” means in organizational settings such as hiring and promotions, the prevailing

view in both research and practice is that “fairness has no single meaning and, therefore, no single defi-

nition” (SIOP 2018). As one cannot exhaust all ideological definitions of fairness, a focus of the existing

FAML literature is on satisfying the legal mandates that apply to real-world selection settings, especially in

the context of the US legal system. In the passages that follow, we review the two main legal mandates, the

ban of disparate treatment and disparate impact, respectively. Note that these legal mandates require a firm

to eliminate both disparate treatment and disparate impact when making selection decisions.

2.1.1 Disparate Treatment

Disparate-treatment laws prohibit the use of legally protected variables, such as race, ethnicity, gender,

national origin, etc., in making selection decisions (Gottfredson 1994, Primus 2010). For example, the US

Civil Rights Act (CRA) of 1968 prohibits the use of such protected variables in making lending decisions.

Similarly, both the US CRA of 1991 and the European Union Race Equality Directive 2000/43/EC stipulate

the same ban in the employment context. The US CRA 1991 explicitly outlaws a then-existing practice of

subgroup-norming, making it illegal to “alter the results of employment related tests on the basis of race,

color, religion, sex, or national origin” (US CRA 1991, §106).

Enforcing disparate-treatment laws is clearly challenging because many protected variables are readily

accessible in selection settings. For example, in job interviews, the protected variables of an interviewee

are often directly observable by interviewers, potentially triggering conscious or unconscious biases in their

decision making (Purkiss et al. 2006). To prevent such disparate treatment from happening in algorithmic

selections, a general consensus in the FAML literature is that FAML algorithms should not be allowed to

access any protected variable of an applicant (Kroll et al. 2016). In other words, the algorithm should not

be given information about whether an applicant is in the minority or majority group. We follow this rule

throughout the paper.

It is important to understand that banning algorithmic access to protected variables is a necessary but

insufficient condition for making “fair” selection decisions. A key reason here is that other predictor vari-

ables, from location (e.g., ZIP code) to test scores, could well contain information that serves as proxies

for protected variables (Pedreshi et al. 2008). In the aforementioned Amazon example, even though the

algorithm did not overtly access the gender of any applicant, it did have access to applicants’ education
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background (e.g., attendance in women’s colleges), which became a proxy for the protected gender variable.

Disparate-impact laws, which we review next, were developed to prevent such “covert” disparity manifested

by facially neutral practices.

2.1.2 Disparate Impact

Unlike disparate-treatment laws which regulate the input to an organizational decision process, disparate-

impact laws regulate the output of it. Specifically, disparate-impact laws stipulate that there should not be a

gross statistical disparity in the selection outcome for minority and majority candidates unless such disparate

impact can be demonstrably justified by a significant, legitimate, business necessity (National Research

Council 2004). Further, in the US legal system, a firm may be held liable if there exists an alternative

selection process that results in less statistical disparity while serving the firm’s legitimate business needs

(42 U.S.C. §2000e–2). This creates a clear incentive for firms to reduce any statistical disparity in a selection

process (Oswald et al. 2016).

In terms of how to measure the statistical disparity, one of the most widely used metric in practice is the

adverse-impact ratio (AIR) proposed by the US Equal Employment Opportunity Commission (EEOC) in

the Uniform Guidelines on Employee Selection Procedures (29 C.F.R. §1607, 1978). Specifically, AIR is

defined as the ratio between the selection rate for minority candidates and that for the majorities. Given the

wide adoption of AIR in research and practice (De Corte et al. 2011), we use it as the measure of disparate

impact in this paper. The larger the AIR, the less disparate impact there is in the selection outcome. Without

introducing ambiguity, we use “fairness constraint” to refer to the requirement of AIR ≥ r, where r ∈ [0,1]

is a pre-determined threshold, throughout the paper.

2.2 FAML Algorithms

In general, an FAML algorithm uses a training dataset – typically consisting of data from past selection

decisions – to generate a prediction model for a certain prediction target specified to the FAML algorithm.

As elaborated in latter sections, the focus of our paper is on how the prediction target should be specified

for an FAML algorithm, and whether the specification should differ for selection and screening tasks. The

technical design of ML algorithms used to (train a prediction model to) approximate the prediction target,

including the functional form of the prediction model, is an issue orthogonal to the focus of this paper. Thus,

we keep the review of FAML algorithms brief in the rest of this section.

The FAML literature includes a wide variety of designs, from linear models (Berk et al. 2018) to neural

networks (Louizos et al. 2016), from Gaussian processes (Tan et al. 2020) to support-vector machines (Zafar

et al. 2019). Many of these designs are mathematically guaranteed to asymptotically converge to the Bayes

error when the size of the input training dataset increases (e.g., Gaussian process; Rasmussen and Williams

2006). Since our focus is on the distinction between selection and screening tasks in the prediction target,



Xu and Zhang: Goal Orientation for Fair Machine Learning
6 Production and Operations Management 00(0), pp. 000–000, © 0000 POMS

we assume the training dataset to be sufficiently large, rendering the choice of technical design unimportant

for conceptual/theoretical development in the paper.

Whereas the FAML literature now includes many algorithms that can satisfy both the ban on dis-

parate treatment and the various types of fairness constraints over disparate impact (Mehrabi et al. 2021),

researchers have also identified many concerns over the existing FAML algorithms, from a decrease of

selection quality (Kleinberg et al. 2017) to the emergence of perverse incentives (Lipton et al. 2018), to

sometimes exacerbating rather than ameliorating the bias in ML predictions (Corbett-Davies et al. 2017).

Lipton et al. (2018), for example, note that these algorithms could create fairness issues within the minor-

ity group, basing their selections not on the predicted quality of a candidate but on whether the candidate

“looks like” a minority according to the predictors.

To address these concerns, there were recent calls for abandoning the ban on disparate treatment (e.g.,

Lipton et al. 2018), instead legalizing an “algorithmic affirmative action” (Bent 2020). Doing so would

allow the ML algorithm to become a “decoupled classifier” (Dwork et al. 2018), which assigns a separate

quota to the minority and majority candidates, before learning separate prediction models for each group,

so as to eliminate any within-group fairness issues. While the legal issues related to affirmative action are

undoubtedly complex (Sackett and Wilk 1994), what we will submit in this paper is that there may be other

ways to address the existing concerns on FAML without changing the law, e.g., by precisely defining the

task assigned to ML in practice as a screening task rather than (over)simplifying it as a selection one.

3 Selection vs. Screening without Fairness Constraint

In this section, we examine the differences between ML for selection and screening without fairness con-

straint. We first analyze the optimal design of ML algorithm for selection and screening, respectively. Then,

we present an illustrative example to demonstrate the difference in outcome between the two algorithms

when both are used to retain the same number of candidates for manual interviews.

3.1 ML for Selection Task

Population of Candidates: Consider a selection setting in which each candidate (e.g., a loan application,

a job candidate) is described by ⟨x, v⟩, where x ∈ Ω is a vector of characteristics that can be observed in

the selection process (with Ω representing the domain of x), and v ∈ {0,1} indicates whether the candidate

belongs to a protected group (e.g., of racial/ethnic minorities). We refer to individuals with v = 1 as the

protected minorities, and those with v = 0 as the majority group. Each candidate is also associated with

a non-negative real-valued variable y ∈ [0,∞), which represents the candidate’s quality of interest. In per-

sonnel selection, for example, x would contain characteristics revealed by a job application, such as an

individual’s cognitive ability, personality, biodata (i.e., past experience), etc. y would represent the future
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job performance of the candidate, which cannot be observed but only predicted. With these notations, we

can then summarize the population of candidates as a joint distribution Γ over the random vector ⟨x, v, y⟩.

ML Selection Decisions: As discussed in Section 2.1.1, an ML algorithm is prohibited by law from access-

ing the group label (i.e., v) of a candidate. Since access to v is barred whereas y is unobservable, a selection

decision made by ML can depend only on the characteristics x of a candidate. We therefore denote the ML

selection decision as a function of x, namely L(x) ∈ [0,1], which describes the probability for a candidate

with characteristics x to be selected. Note that this notation captures the more general setting of stochastic

selection decisions. In the special case where ML makes deterministic decisions for a given x, L(x) would

simply be limited to one of the two extreme values 0 or 1.

In real-world selection scenarios such as personnel selection, there is usually a pre-determined limit on

the fraction of candidates that can be admitted. To capture this limit, we assume the selection decisions to

be capacity-constrained, meaning that ∫
Ω

L(x) · pΓ(x)dx ≤ s, (1)

where pΓ(x) is the marginal probability density function of x according to the joint distribution Γ, and

s ∈ [0,1] is the selection rate, i.e., the maximum fraction of candidates that can be selected.

Subject to the capacity constraint, the ML algorithm is designed to maximize the expected3 quality of

selected candidates. This is equivalent with finding an optimal selection decision function L∗ that satisfies

L∗ = arg max
L

∫
Ω

EΓ(y|x) ·L(x) · pΓ(x)dx

s.t.
∫

Ω

L(x) · pΓ(x)dx ≤ s, (2)

where EΓ(y|x) is the conditional expectation of y given x according to the joint distribution Γ.

Optimal ML Design: Rambachan et al. (2020, Proposition 1) proved4 that the optimal solution to Equa-

tion 2 has a strikingly simple form. That is, for any given Γ, there always exists a constant c ≥ 0, such that

L∗(x) = 1 if EΓ(y|x) ≥ c and L∗(x) = 0 otherwise5. In other words, if the ML algorithm can accurately

estimate the expected quality EΓ(y|x) of each candidate, then its optimal choice would be to simply admit

candidates in a decreasing order of their expected quality (i.e., from high to low) until reaching the capacity

constraint. Whereas the mathematical proof is subtle, the conclusion is surprisingly consistent with what

has been pursued in the field of personnel selection for decades, i.e., to maximize the expected quality (also

known as expected criterion) of candidates being selected (De Corte et al. 2011).

3 Note that expectation is taken over the randomness of both the latent quality variable y and the stochastic selection decisions L(·).
4 At a high level, the proof can be considered an extension of the classic Hardy-Littlewood inequality (Hardy et al. 1952).
5 This statement assumes a finite density function for the marginal distribution of y according to Γ. If the assumption is violated,
then we might need a tie-breaking design of L∗(x) ∈ [0,1] when EΓ(y|x) = c to satisfy the capacity constraint. See Rambachan et
al.’s (2020) proof for details.
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With this, the ML algorithm design is then reduced to generating an accurate point estimate ofEΓ(y|x) for

a given x. To do so, the ML algorithm learns from a training dataset formed by historic instances of ⟨x, v, y⟩
which are assumed to be drawn from the same joint distribution Γ. For example, in personnel selection, firms

often train ML algorithms with data from incumbent (i.e., current and past) employees, using their past job

applicants to populate x, their demographic data to fill v, and their performance ratings (e.g., items scanned

per minute for a supermarket checkout clerk, supervisor-rated performance, etc.) as y (Zhang et al. 2023).

Unlike in the case of making predictions and selection decisions for candidates, where the ML algorithm

cannot access v (legally) or y (practically), there is neither legal nor practical limit on what information the

ML algorithm may learn from incumbent employees. Since the purpose of this paper is to examine the goal

orientation for ML algorithms rather than the design of their learning processes, we assume the training

dataset ⟨x, v, y⟩ to be sufficiently large so as to allow ML to learn the joint distribution Γ to an arbitrary

precision. We will relax this assumption later in experimental studies that use a real-world dataset.

3.2 ML for Screening Task

ML Screening and Manual Interviews: For the screening setting, we follow the exact same notations as

in the selection setting. That is, when making screening decision for a candidate ⟨x, v, y⟩ drawn from joint

distribution Γ, the ML algorithm only has access to the candidate’s characteristics vector x, and admits the

candidate with probability L(x) ∈ [0,1]. Unlike in the selection setting, the candidates admitted by the ML

algorithm are not directly selected. Instead, they enter a second-stage interview process in which the final

selection decisions are made by human experts (e.g., HR managers). This change has two main implications

in the design of ML algorithm.

First, an analysis of the final selection quality now requires a model of the manual interview process.

In practice, human experts may gather additional information beyond the characteristics in x during the

interview process. They may also opt to collect different information for different candidates. Such flex-

ibility makes the process of manual interview extremely difficult to model. To address the challenge, we

instead model the outcome of the interview process denoted by a binary variable T ∈ {0,1}, with T = 1

representing a candidate passing the interview and T= 0 otherwise.

Since the purpose of this paper is to examine the design of ML algorithms for screening, we consider

manual interviews that yield the best possible selection outcome given the ML screening results. In other

words, the manual interview selects an optimal subset (in terms of expected quality) of candidates who

passed ML screening (subject to the selection rate constraint). Obviously, the optimal subset is formed by

candidates with quality y over a certain cutoff y0. That is, T= 1(y ≥ y0), where 1(y ≥ y0) is the indicator

function that returns 1 if y ≥ y0 and 0 otherwise. With this, the pursuit of selection quality is equivalent with

maximizing

u =
∫

Ω

EΓ(y ·T|x) ·L(x) · pΓ(x)dx (3)
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=
∫

Ω

EΓ(y ·1(y ≥ y0)|x) ·L(x) · pΓ(x)dx (4)

=
∫

Ω

EΓ(y|y ≥ y0,x) ·Pr{y ≥ y0|x} ·L(x) · pΓ(x)dx, (5)

where EΓ(y|y ≥ y0,x) is the expectation of y given x conditional upon y ≥ y0. Intuitively, Equation 5 sug-

gests that, in the screening case, only those candidates who can pass the manual interview matters for the

final selection quality.

Second, the introduction of manual interviews also alters the capacity constraints. There are now two

such constraints governing ML screening and final selection, respectively. For ML screening, there must be∫
Ω

L(x) · pΓ(x)dx ≤ s1, (6)

where s1 is the maximum fraction of candidates that can be retained to manual interviews. Then, the final

selection must obey ∫
Ω

Pr{y ≥ y0|x} ·L(x) · pΓ(x)dx ≤ s, (7)

where s is the final selection rate.

Putting together Equation 5 with the two capacity constraints, we see that the objective of the ML algo-

rithm under the screening setting is to find

L∗ = arg max
L

∫
Ω

EΓ(y|y ≥ y0,x) ·Pr{y ≥ y0|x} ·L(x) · pΓ(x)dx

s.t.
∫

Ω

L(x) · pΓ(x)dx ≤ s1 and
∫

Ω

Pr{y ≥ y0|x} ·L(x) · pΓ(x)dx ≤ s. (8)

Optimal ML Design: With two capacity constraints, the optimization problem becomes considerably more

difficult to solve compared with the selection case. To ease the discussions, we start with a simplifying

assumption that the interview cost is low – i.e., s1 is sufficiently large so as to make Inequality 7 the only

capacity constraint that matters – before removing this assumption later in mathematical and experimental

analyses. Note that this simplification does not imply a trivial ML solution of retaining all candidates (i.e.,

setting L∗(x) = 1 for all x) because doing so may violate the capacity constraint on final selections (i.e.,

Inequality 7). With the simplification, Rambachan et al.’s (2020) proof directly carries over to the screening

case, with the only change (from the selection case) being the replacement of EΓ(y|x) with EΓ(y|y ≥ y0,x).

In other words, under the screening setting, the optimal choice for the ML algorithm is to retain candidates

with characteristics x in a decreasing order of EΓ(y|y ≥ y0,x) – i.e., their expected quality conditional upon

passing the manual interview – until reaching the capacity constraint.

Compared with the selection case, the difference is straightforward. In the selection case, the expected

quality of every ML-admitted candidate matters (hence the ranking of EΓ(y|x)), because they all affect the

final selection quality. In the screening case, however, only those ML-admitted candidates who can pass the

manual interview matters (hence the ranking of EΓ(y|y ≥ y0,x)), because the others affect only interview

costs but not the final selection quality. As elaborated next, this key difference gives a screening-oriented

ML algorithm the ability to make high-risk high-reward choices in retaining candidates.
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3.3 Comparison between Selection and Screening

Whereas the previous two subsections explicate the design difference of ML algorithms for selection and

screening, we now examine how such design differences lead to different outcomes when both algorithms

are used in the exact same setting – i.e., to retain s1 fraction of candidates for manual interviews, which

will eventually select s (s ≤ s1) fraction of candidates. For each candidate, both algorithms have access

to the exact same information, i.e., characteristics x and nothing else. Both algorithms are also given the

same training dataset formed by historic instances of ⟨x, v, y⟩. The selection algorithm is simply specified to

choose s1 fraction of candidates. The screening algorithm is specified to do the same, but is also given s as

input, with the understanding that s out of the s1 retained candidates will be eventually selected. This way,

the screening algorithm can compute the quality cutoff y0 accordingly.

4.5 5
y

P(y|x)

(a) Selection

4.5 5.5 6.1
y

P(y|x)

(b) Screening (y0 = 4.5)

Figure 1 Illustrative Example for Selection vs. Screening without Fairness Constraint

Note. Both panels depict the probability density function of P(y|x) for Alice (red dashed) and Bob (blue solid). Panel (a) shows

that Alice has a higher expected quality (i.e., EΓ(y|x) = 5) than Bob (4.5), and is thus the preferred choice in the selection setting.

For the screening setting, Panel (b) shows, when we consider the expected quality conditional upon passing a subsequent interview

with y0 = 4.5, then Bob becomes the preferred choice with EΓ(y|y ≥ y0,x) = 6.1 over Alice (5.5). The shaded region in Panel (b)

represents scenarios where Alice or Bob is filtered out by the manual interview.

To highlight differences between the two algorithms, we consider an illustrative example comparing two

candidates Alice and Bob, and explain why the two algorithms would have different preferences between

them. Recall from earlier discussions that both algorithms make their decisions about a candidate based

entirely on the conditional probability distribution of quality y given the candidate’s characteristics x (i.e.,

P(y|x)), which we refer to as the quality distribution of a candidate. In the example, we consider quality

distributions for Alice and Bob as depicted in Figure 1. For Alice, the distribution is Gaussian N(5,1),

i.e., with mean 5 and variance 1. For Bob, the distribution is a Gaussian mixture with two components6 of

equal weight, one being N(3,1) and the other being N(6,1). As can be seen from the figure, Bob’s quality

6 As elaborated in the next section, such bimodal Gaussian mixture is indeed common occurrence in quality distribution for FAML.



Xu and Zhang: Goal Orientation for Fair Machine Learning
Production and Operations Management 00(0), pp. 000–000, © 0000 POMS 11

distribution is bimodal, representing a high-risk high-reward choice. That is, admitting Bob could lead to a

high reward (in terms of final selection quality) if he happens to be in the right component. Yet the decision

is also risky because of the possibility for Bob to fall under the left, low-quality, component.

Now consider whether either algorithm prefers Alice or Bob in their output. As depicted in Figure 1a,

Alice has a higher expected quality EΓ(y|x) than Bob, meaning that the selection algorithm would prefer

Alice over Bob. In contrast, Figure 1b shows that, if we compare not the expected quality but the conditional

expectation of quality given a positive interview outcome (i.e., EΓ(y|y ≥ y0,x)), say with y0 = 4.5, then

Bob would have a higher expectation than Alice, meaning that the screening algorithm would prefer Bob

over Alice. The root reason for this difference, as depicted in Figure 1b, is that the manual interview de-

risks the selection of Bob. That is, if Bob happens to be in the left (i.e., low-quality) component, he will

be filtered out by the interview anyway, affecting only the interview cost yet having zero effect on the final

selection quality. This de-risking feature of manual interview is what allows the screening algorithm to

make high-risk high-reward choices (like Bob) that the selection algorithm is unable to make.

In sum, even when both selection and screening algorithms are used in the same way (i.e., to retain s1

fraction of candidates), they could reach different conclusions on whether one candidate is “better” than

another, and therefore produce different outcomes. As elaborated in the next section, this difference is a key

contributor to the known fairness issues incurred by FAML algorithms designed for the selection setting.

4 Fairness Implications of Selection vs. Screening

We now examine the differences between ML for selection and screening with the presence of fairness

constraint. Like in the last section, we first analyze the optimal design of FAML algorithms for selection

and screening, respectively, before using an illustrative example to explain their difference when both are

used to retain candidates for manual interviews. Further, we show that this difference directly addresses the

known fairness issues incurred by FAML algorithms designed for the selection setting.

4.1 Selection with Fairness Constraint

Recall from Section 2.1.2 that we focus on fairness constraint expressed as a lower bound on the adverse

impact ratio (AIR), i.e., AIR ≥ r, where AIR is the ratio between the selection rates of minorities and

majorities. For example, a constraint of AIR ≥ 1 would require the selection rate for minorities to be at least

as high as that for majorities. Given the fraction of minority candidates p1 (according to the joint distribution

Γ) and the selection rate s, simple algebraic transformations can reduce AIR ≥ r to

∫
Ω

Pr{v = 1|x} ·L(x) · pΓ(x)dx ≥ r · s · p1

1− p1 + p1 · r
, (9)

Highlight
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where Pr{v = 1|x} is the conditional probability of a candidate being a minority given x according to Γ,

because otherwise there would be

AIR =

1
p1
·
∫

Ω
Pr{v = 1|x} ·L(x) · pΓ(x)dx

1
1−p1

· (s−
∫

Ω
Pr{v = 1|x} ·L(x) · pΓ(x)dx)

<

r·s
1−p1+p1·r

1
1−p1

· s−s·p1
1−p1+p1·r

= r. (10)

Putting together this new AIR constraint with Equation 2, the objective of an FAML algorithm (i.e., with

fairness constraint) becomes to find

L∗ = arg max
L

∫
Ω

EΓ(y|x) ·L(x) · pΓ(x)dx

s.t.
∫

Ω

L(x) · pΓ(x)dx ≤ s and
∫

Ω

Pr{v = 1|x} ·L(x) · pΓ(x)dx ≥ r · s · p1

1− p1 + p1 · r
(11)

Zhang et al. (2023, Theorem 1) proved that the optimal solution to Equation 11 can be deduced through

the method of Lagrange multiplier (Nocedal and Wright 2006). That is, for any given s, p1, and r, there

always exists a Lagrange multiplier λ ≥ 0, such that Equation 11 is equivalent with

L∗ = arg max
L

∫
Ω

(EΓ(y|x)+ λ ·Pr{v = 1|x}) ·L(x) · pΓ(x)dx

s.t.
∫

Ω

L(x) · pΓ(x)dx ≤ s. (12)

Clearly, the larger r is, the larger λ will be. When r = 0, we have λ = 0, reducing Equation 12 to the baseline

selection case without fairness constraint.

With this transformation, Rambachan et al.’s (2020) Proposition 1 can again be directly applied. That is,

under the selection setting with fairness constraint, the optimal choice for the FAML algorithm is to admit

candidates with characteristics x in a decreasing order of

f (x) =EΓ(y|x)+ λ ·Pr{v = 1|x} (13)

until reaching the capacity constraint. Compared with the selection case without fairness constraint, Equa-

tion 13 includes a new additive component of λ · Pr{v = 1|x}. In other words, instead of predicting quality

alone, the FAML algorithm is designed to predict a weighted sum of the expected quality and the probability

for the candidate to be a minority.

4.2 Screening with Fairness Constraint

A similar transformation can be carried out for the screening task with fairness constraint. Specifically,

putting together the selection quality in Equation 3 with the fairness constraint AIR ≥ r, we see that the

objective of an FAML screening algorithm is to find

L∗ = arg max
L

∫
Ω

EΓ(y ·T|x) ·L(x) · pΓ(x)dx

s.t.
∫

Ω

L(x) · pΓ(x)dx ≤ s1,
∫

Ω

Pr{T= 1|x} ·L(x) · pΓ(x)dx ≤ s,

and
∫

Ω

Pr{v = 1,T= 1|x} ·L(x) · pΓ(x)dx ≥ r · s · p1

1− p1 + p1 · r
, (14)
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where T, as defined in Section 3.2, is the binary outcome indicator for the manual interview. Using the

same simplification of low interview cost in Section 3.2 and the same method of Lagrange multiplier as

Equation 12, we can simplify Equation 14 to

L∗ = arg max
L

∫
Ω

(EΓ(y ·T|x)+ λ ·Pr{v = 1,T= 1|x}) ·L(x) · pΓ(x)dx

= arg max
L

∫
Ω

(EΓ(y|T= 1,x) ·Pr{T= 1|x}+ λ ·Pr{v = 1|T= 1,x} ·Pr{T= 1|x}) ·L(x) · pΓ(x)dx

= arg max
L

∫
Ω

(EΓ(y|T= 1,x)+ λ ·Pr{v = 1|T= 1,x}) ·Pr{T= 1|x} ·L(x) · pΓ(x)dx

s.t.
∫

Ω

Pr{T= 1|x} ·L(x) · pΓ(x)dx ≤ s, (15)

where λ (λ ≥ 0) is the Lagrange multiplier. Thus, under the screening setting with fairness constraint, the

optimal choice for FAML is to admit candidates with characteristics x in a decreasing order of

f ′(x) =EΓ(y|T= 1,x)+ λ ·Pr{v = 1|T= 1,x} (16)

until reaching the capacity constraint.

Juxtaposing Equation 16 with the optimal design for the selection case (i.e., Equation 13), the difference

is, in essence, the same as the selection-screening difference without fairness constraint. That is, for screen-

ing, only candidates who can pass the manual interview matters for final selection quality and/or AIR. This

is why Equation 16 includesT= 1 as an additional condition compared with Equation 13. Note that, when

a fairness constraint is present, the optimal outcome of manual interview can no longer be represented by

a threshold cutoff on quality y (like in Equation 4). Instead, the optimal subset of candidates (who passed

FAML screening) could feature different minimum quality for majority and minority candidates thanks to

the fairness constraint. Thus, we now express the interview outcome as T= 1(y+ λ2v ≥ t0), where 1(·) is

again the indicator function, λ2 captures the varying threshold between groups, and t0 is the quality cutoff

for the majority group (i.e., when v = 0). Taking this into Equation 16, we see that an FAML algorithm for

screening would admit candidates in a decreasing order of

f ′(x) =EΓ(y|y+ λ2v ≥ t0,x)+ λ ·Pr{v = 1|y+ λ2v ≥ t0,x} (17)

until reaching the capacity constraint.

4.3 Comparison between Selection and Screening

We now examine how the design differences of FAML selection and screening algorithms could lead to

different outcomes when both are used in the same setting – i.e., to retain s1 fraction of candidates for man-

ual interviews, which will eventually select s (s ≤ s1) fraction of candidates who must satisfy the fairness

constraint of AIR ≥ r. Again, both algorithms have access to the same training dataset and the same infor-

mation (i.e., x) about each candidate. Since the selection algorithm is unaware of the existence of manual
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Alice (x = 3) Bob (x = 6)
x

y

(a) Joint distribution Γ

Alice (x = 3) Bob (x = 6)
x

f (x)

(b) Non-monotonicity of prediction target (λ = 10)

z

P(z|x)

(c) Selection (z = y+ λ · v, λ = 10)

z

P(z|x)

(d) Screening (λ = λ2 = 10, t0 = 8)

Figure 2 Illustrative Example for Selection vs. Screening with Fairness Constraint.

Note. Panel (a) depicts the joint distribution Γ, with × and ◦ representing minorities and majorities, respectively. Panel (b) shows

that f (x), the prediction target for FAML selection algorithm, does not monotically increase with x. Panels (c) and (d) depict the

probability density function of P(z|x) for Alice (red dashed) and Bob (blue solid), where z = y+ λ · v. The two vertical lines in

Panel (c) show the expected value of z (i.e., the prediction target for selection algorithm) for Alice and Bob, while those in Panel

(d) show the conditional expectation of z given z ≥ t0 (i.e., the prediction target for screening algorithm). The shaded region in

Panel (d) represents scenarios where Alice or Bob is filtered out by the manual interview (i.e., z < t0).

interview, it has to be specified to choose s1 fraction of candidates while satisfying the fairness constraint

(i.e., AIR ≥ r) for the chosen candidates (as is done in almost all existing work; Mehrabi et al. 2021). The

screening algorithm, thanks to it accounting for the manual interview, is specified to choose s1 fraction of

candidates, but is also given the final selection rate s as input with the requirement that the final selection

outcome satisfying AIR ≥ r.

To highlight differences between the two algorithms, we once again consider their preferences between

two candidates, Alice and Bob. To make the comparison more realistic, we no longer use hypothetical qual-

ity distributions as in the earlier example (Section 3.3). Instead, we start with defining a simple joint distri-

bution Γ according to empirical findings in the personnel selection literature. Specifically, ample empirical

evidence suggests that, compared with a majority candidate with the same quality, a minority candidate

tends to score lower in predictors that are positively correlated with quality (e.g., SAT scores for college

admission, cognitive ability tests in personnel selection; Berry et al. 2011), with a possible reason being that
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minorities are often less resourceful in preparing for such tests. To capture such between-group differences,

we construct an applicant pool with equal fraction (i.e., 50%) of majority and minority candidates, and

assign each group with the same quality distribution N(5,1) but different x-y relationship. Specifically, we

calculate a real-valued x as a noisy proxy of y for each candidate,

x =

{
y− 1+ ε, if v = 1 (i.e., minority)
y+ ε, otherwise.

(18)

where ε ∼ N(0,1) is random noise. The resulting joint distribution Γ is depicted in Figure 2a. Note from

the figure that minorities, on average, score lower on x than their majority counterparts of the same quality.

Before delving into the specifics of Alice and Bob, we first consider a well-recognized fairness issue

associated with FAML selection algorithms which centers around the existence of within-group selection

bias (Lipton et al. 2018, Zhang et al. 2023). Figure 2b depicts how the prediction target of FAML selection

algorithms (i.e., f (x) in Equation 13) varies with a candidate’s characteristics x when the Lagrange mul-

tiplier λ = 10. The existence of within-group selection bias is evidenced by the non-monotonic nature of

f (x). On the one hand, note from Equation 18 that a larger x always implies a larger (expected value of) y

for either majorities or minorities. On the other hand, the non-mononicity of f (x) in Figure 2b suggests that

an FAML selection algorithm, owing to its design of admitting candidates in a decreasing order of f (x),

could bypass a minority (or majority) candidate with a higher x (and hence a higher expected quality) to

select another minority (or majority) with a lower x (i.e., a lower expected quality). This is the within-group

selection bias recognized in existing work for FAML (Lipton et al. 2018, Zhang et al. 2023).

To explicate the reason behind this bias, and also to illustrate the difference between selection and screen-

ing, we consider how either FAML algorithm chooses between Alice with x = 3 and Bob with x = 6. Alice

clearly has a lower expected quality E(y|x = 3) = 3.68 than Bob (6.32). Yet, as shown in Figure 2b, the

FAML selection algorithm prefers Alice because her prediction target f (x) = 9.11 is greater than Bob’s

(8.89). Figure 2c further illustrates why. The figure depicts the conditional probability density function of

z = y + λ · v given x for Alice and Bob, respectively. Note that the prediction target for FAML selection

algorithm is f (x) = E(z|x), meaning that an FAML selection algorithm prefers candidates with a larger

expected value of z. As can be seen from the figure, both Alice and Bob feature a bimodal distribution

of z, with the left and right components corresponding to the case where the candidate is a majority and

minority, respectively. Intuitively, as discussed earlier for Figure 1, the vertical height of the left component

captures the risk associated with selecting a candidate, whereas the horizontal reach of the right component

captures the potential reward from such a selection. From this perspective, it is clear that Bob is a high-risk

high-reward choice because, even though both of its components have larger z than Alice, the risk of falling

into the left component is considerably larger for Bob than for Alice. As a result, Alice has a larger expected

value of z (9.11) than Bob (8.89), leading to her being preferred by the FAML selection algorithm. In other



Xu and Zhang: Goal Orientation for Fair Machine Learning
16 Production and Operations Management 00(0), pp. 000–000, © 0000 POMS

words, an FAML selection algorithm might skip a candidate with higher expected quality (i.e., Bob) simply

because another candidate (i.e., Alice) looks more like a minority and is therefore a less risky choice (given

the AIR constraint).

Figure 2d illustrates the case for FAML screening algorithm. As discussed in Section 4.2, for the screen-

ing algorithm, only candidates who can pass manual interview matters for either final selection quality or

AIR. As such, the preference between Alice and Bob is now determined by the expected value of z for

the non-shaded region only. Just like in the case without fairness constraint, this de-risks the selection of

Bob because his left (i.e., “risky”) component is now mostly filtered out by the manual interview. As a

result, the screening algorithm no longer needs to skip a higher-quality candidate (i.e., Bob) to choose a

low-risk alternative (i.e., Alice). Indicatively, the screening prediction target for Bob (14.70) is now larger

than Alice (12.00), meaning that the FAML algorithm for screening prefers Bob over Alice, consistent with

the order of their expected quality. As can be seen from this example, it is the screening algorithm’s ability

to make high-risk high-reward choices that ameliorates the within-group selection bias of FAML selection

algorithms. In other words, it is crucial to properly specify the screening task to an FAML algorithm rather

than miscategorizing it as a selection task.

5 Mathematical Analysis, Simulation, and Experimental Studies

Conceptual development in the previous two sections reveals a difference between FAML selection and

screening algorithms in their risk-taking tendency and, consequently, their preferences between different

candidates. This finding raises three questions to be answered through mathematical analysis and experi-

mental studies. The first question is on whether within-group selection bias (depicted in Figure 2b) always

manifests as quality degradation when FAML algorithms are directly used in a selection setting. Answering

this question could help determine whether it is necessary to incur the cost of manual interviews in practice.

We use mathematical analysis to study this question in the first part of this section.

Then, the second question is on whether assigning FAML with the screening task followed by manual

interviews could ameliorate the quality degradation caused by within-group selection bias. Answering this

question could help us understand whether addressing the within-group selection bias of FAML selection

algorithms requires a change of the current legal system (as argued in existing work, e.g., Lipton et al.

2018), or if such bias could be alleviated by simply correcting the mis-categorization of screening task as a

selection one. We examine this second question through simulation studies in the second part of this section.

Finally, once we establish the superiority of using FAML followed by manual interviews, the third ques-

tion that arises is how the actual performance of FAML selection and screening algorithms differ when both

are used to screen candidates for manual interviews. Since this comparison depends on not only the data

distribution but the ML algorithm being used, we address it through experimental studies on both simulated

and real-world data in the last part of this section.
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5.1 Mathematical Analysis

A fairness constraint is only applicable when the distributions of predictors x or quality y differ between

the majority and minority groups, because otherwise any selection algorithm L(x) would produce the same

selection rate for both groups. Thus, to analyze the outcome of FAML selection algorithm, we start with

defining a measure of between-group difference according to the joint distribution Γ. Specifically, we are

interested in between-group difference on P(y|x), the conditional distribution of y given x, because FAML

selection algorithm relies on P(y|x) in their decision-making. To capture between-group difference on

P(y|x), we adopt a variation of Cohen’s d (Cohen 2013), the standard statistic used in the US federal court

system to establish a prima facie case of discrimination (Barnett 1982).

DEFINITION 1 (BETWEEN-GROUP DIFFERENCE). The between-group difference in Γ is defined as

δΓ = max
Θ⊆Ω

∣∣∣∣EΓ(y|x ∈ Θ, v = 0)−EΓ(y|x ∈ Θ, v = 1)
SDΓ(y|x ∈ Θ)

∣∣∣∣ , (19)

where Ω is the domain of x, | · | is the absolute value, and SDΓ represents standard deviation over Γ.

In terms of the value of δΓ in practice, Roth et al. (2003) show that between-group difference varies depend-

ing on the quality measure being used, e.g., from 0.13 for a subjective measure of absenteeism to 0.52 for

an objective measure of work samples to 0.55 for an objective measure of job knowledge.

Besides δΓ, we also need a way to detect the within-group selection bias discussed in Section 4.3. Recall

that such a bias manifests as a reduction of selection quality because, within the minority (or majority)

group, it could favor a candidate with lower expected quality over a higher-quality candidate. Thus, we

detect the presence of within-group selection bias by comparing the final selection quality of FAML algo-

rithms with the maximum possible selection quality subject to capacity (i.e., selection rate s) and fairness

(i.e., AIR ≥ r) constraints. As discussed in Section 4.2, this ideal selection quality can be captured by

πmax =max
t0,t1

(∫
Ω

EΓ(y|y ≥ t1, v = 1,x) ·Pr{y ≥ t1|v = 1,x} ·Pr{v = 1|x} · pΓ(x)dx+∫
Ω

EΓ(y|y ≥ t0, v = 0,x) ·Pr{y ≥ t0|v = 0,x} ·Pr{v = 0|x} · pΓ(x)dx
)

s.t.
∫

Ω

(Pr{y ≥ t1|v = 1,x} ·Pr{v = 1|x}+Pr{y ≥ t0|v = 0,x} ·Pr{v = 0|x}) · pΓ(x)dx ≤ s

and
∫

Ω

Pr{y ≥ t1|v = 1,x} ·Pr{v = 1|x} · pΓ(x)dx ≥ r · s · p1

1− p1 + p1 · r
, (20)

where t0 and t1 are the group-variant quality thresholds, and p1 is the fraction of minority candidates accord-

ing to Γ. Given Equation 20, the focus of our analysis is on the difference between πmax and the selection

quality achieved by an ML algorithm. A substantially lower selection quality from ML would signal the

presence of within-group selection bias, and vice versa.

To determine when FAML selection algorithms incur selection bias, we perform a two-step analysis.

First, we study the selection outcome when there is no between-group difference in Γ (i.e., δΓ = 0). Then, we
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shift our focus to cases with between-group difference (i.e., δΓ > 0), and investigate the selection outcome

when the ML algorithm is assigned with the selection task.

For the first step, we have the following theorem.

THEOREM 1. For any joint distribution Γ with between-group difference δΓ = 0, any selection rate s ∈
(0,1), and any given fairness constraint AIR ≥ r (r ∈ [0,1]), there must exist a selection algorithm L(x) that

satisfies the selection rate s and fairness constraint AIR ≥ r while having selection quality πSE matching the

ideal value πmax. That is,

πSE = max
L:L∈L

∫
Ω

EΓ(y|x) ·L(x) · pΓ(x)dx = πmax, (21)

where L is the set of all possible selection algorithms that satisfy both capacity constraint s and AIR ≥ r.

As can be seen from the theorem, when Γ exhibits no between-group difference, then there would also

be no within-group selection bias when assigning FAML with the selection task because the FAML selec-

tion algorithm can achieve the optimal selection quality πmax. For the second step, we have the following

theorem.

THEOREM 2. For any given probability density function of the predictor vector x, any fairness constraint

AIR ≥ r (r ∈ [0,1]), any selection rate s ∈ (0,1/2], and any constant d > 0, there must exist a joint distri-

bution Γ of predictor vector x, group label v, and quality y, such that the between-group difference δΓ ≤ d,

and

πSE

πmax
≤ ((2sr + 1+ r)2 − 2sr(1+ r)d2) · r · (1+ r − 2s)+ (2sr + 1+ r)3

(1+ r − 2s)r(1+ r)2d2 +(1+ r)2(2sr + 1+ r)2
. (22)

When s → 0, the limit of this ratio satisfies

lim
s→0

πSE

πmax
≤ r + 1

rd2 + r + 1
. (23)

Consistent with our earlier conceptual development, Theorem 2 shows that, when between-group differ-

ence is present, assigning ML with the selection task necessitates a deviation from quality-based selection

and results in a substantial loss of selection quality. For example, even when the between-group bias is quite

small, e.g., δΓ ≤ 0.5, to achieve AIR ≥ 0.8, we have πSE/πmax ≤ (0.8+1)/(0.8 ·0.25+0.8+1) = 0.9 when

s → 0, suggesting a loss of at least 10% on selection quality. When the between-group difference is larger,

e.g., δΓ = 1, there is πSE/πmax ≤ 0.69 when s → 0, indicating a loss of over 30% for selection quality. Fur-

ther, the theorem also shows that the upper bound on πSE/πmax decreases with a larger7 r, indicating that the

problem with the selection task becomes more severe when the fairness constraint is more stringent. These

results confirm our earlier observations that, with the presence of between-group difference, assigning ML

with the selection task could lead to a departure from quality-based selection, resulting in within-group

selection bias and, consequently, a substantial decrease in final selection quality. This demonstrates the

importance of building manual examination (e.g., interviews) into selection processes in practice.

7 Note that the partial derivative of lims→0 πSE/πmax with respect to r is −d2/(rd2 + r + 1)2 ≤ 0.
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5.2 Simulation Study

In this subsection, we present a simulation study that compares the outcomes of 1) directly using an FAML

algorithm for selection; and 2) using an FAML algorithm for screening followed by manual interviews. We

describe the dataset, the design of the simulation study, and the results, respectively.

5.2.1 Dataset

While our findings apply to a wide variety of selection settings, from college admissions to loan appli-

cations, among them personnel selection is a setting that has received the most empirical attention in the

literature (SIOP 2018). We thus designed our simulation study by following the prevailing practice in per-

sonnel selection (Finch et al. 2009), which is to construct a dataset according to the empirical evidence

reported in meta-analysis (Bobko et al. 1999) pertaining to the 1) the correlation between predictor vari-

ables and the quality indicator, 2) the inter-correlation among predictor variables, and 3) the between-group

difference on each predictor.

Table 1 Standardized Mean Group Differences and Correlation Matrix

Variable 1 2 3 4 5 6 d

1. Biodata − 0.33
2. Cognitive ability .19 − 1.00
3. Conscientiousness .51 .00 − 0.09
4. Integrity .25 .00 .39 − 0.00
5. Structured interview .16 .24 .12 .00 − 0.23
6. Job performance (y) .28 .30 .18 .25 .30 − 0.45

Note. Variables 1-4 = x, predictors available to ML. Variable 5
= predictor administered manually post-screening (if applicable).
Variable 6 = quality indicator y. d = standardized mean group dif-
ference between Black and White applicants.

To this end, we followed the exact same procedure as Finch et al. (2009), using the empirical evidence

summarized in Table 1. With this procedure, a dataset was generated in three steps. First, we drew random

samples from a multivariate Gaussian distribution with mean being a zero vector and the correlation matrix

as specified in Table 1. Each resulting sample is a 6-dimensional vector consisting of both the predictors

and the quality y in the table. Second, we randomly assigned each sample a group label v according to an

input parameter specifying the proportion of minority candidates. Finally, we added the group difference by

subtracting, for each minority candidate, the standardized mean difference value for each predictor and the

quality. Following Finch et al. (2009), we verified that the distribution of the generated data was consistent

with the specification in Table 1.
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5.2.2 Design

Since this procedure does not limit us to only one dataset for analysis, we adjusted various parameters in

generating the dataset to test the robustness of our findings in different practical scenarios. Specifically, we

varied a total of four parameters. First, we created two levels for the selection rate: s = .10 and .20. Second,

we created three levels for the ratio between s1, the retention rate after screening, and the selection rate s:

1, 2, and 3. Note that the case of s1/s = 1 captures the selection task. Third, we created three levels for

the fraction of minority candidates: p1 = .20, .40, and .60. Finally, we created nine levels for the fairness

constraint: AIR = .10, .20, . . . , .90.

Overall, our studies consisted of 162 unique conditions or a 2 (s) × 3 (s1/s) × 3 (p1) × 9 (AIR) factorial

design. Note that we did not manipulate the number of candidates n for two reasons: First, none of the

theorems suggests an important role of n. Second, we tested varying levels of n (n ≥ 100) but found no

qualitative differences in the results. Thus, we set a large n = 1,000 for all conditions being examined, to

reflect the fact that ML algorithms are often used in larger-scale selection scenarios. In terms of the ML

algorithm, since we assume the historic training dataset to be sufficiently large so as to reveal all signals

about the underlying distribution Γ, we directly calculated Γ from Table 1 before using it to precisely

compute the prediction target in Equations 13 and 16, respectively. This way, we could be assured that any

degradation of selection quality is caused by the nature of the task rather than prediction errors generated

by ML algorithms.

It is important to note that the ML algorithm only has access to the first four predictor variables in

Table 1, i.e., biodata, cognitive ability, conscientiousness, and integrity. When ML is assigned the screening

task, the manual interview process makes selections according to the fifth predictor variable, i.e., structured

interview. Note that the correlation between structured interview and job performance is only .30, reflecting

considerable uncertainty in y even at final selection.

5.2.3 Results

Table 2 depicts the mean quality of candidates selected by the ML algorithm under different settings. We

compared the ML selection quality with that of the ideal outcomes – i.e., when candidates with the top

expected quality in each group are accepted either for selection or screening – in order to gauge any potential

fairness issues that may arise from the use of the ML algorithm.

As can be seen from the table, with the selection task, the loss of selection quality (compared with the

ideal outcomes) was pervasive and pronounced across all conditions. The average relative loss8 was 17.70%

across all 54 applicable conditions; and the relative loss exceeded 10% in the majority of them (32 out of

8 This value is different from what was reported in the last row of Table 2 because, due to space limit, Table 2 only included the
cases where AIR = .3, .6, or .9, while the values in the text cover all tested conditions.
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Table 2 Mean Quality of Selected Candidates When AIR = .3, .6, .9
s = .10 s = .20

p1,
Selection
(s1/s = 1)

Screening
(s1/s = 2)

Screening
(s1/s = 3)

Selection
(s1/s = 1)

Screening
(s1/s = 2)

Screening
(s1/s = 3)

AIR ID ML δ1 ID ML δ1 δ2 ID ML δ1 δ2 ID ML δ1 ID ML δ1 δ2 ID ML δ1 δ2

.2,.3 0.71 0.68 .04 0.78 0.77 .00 .01 0.79 0.79 .00 .00 0.57 0.55 .03 0.63 0.63 .00 .00 0.63 0.63 .00 .00
(.02) (.02) (.01) (.02) (.02) (.00) (.00) (.02) (.02) (.00) (.00) (.08) (.08) (.00) (.08) (.08) (.00) (.00) (.09) (.09) (.00) (.00)

.2,.6 0.69 0.59 .15 0.76 0.73 .00 .05 0.77 0.77 .00 .01 0.55 0.47 .15 0.61 0.60 .00 .01 0.61 0.61 .00 .00
(.02) (.02) (.01) (.03) (.03) (.00) (.01) (.02) (.03) (.00) (.01) (.08) (.06) (.01) (.08) (.08) (.00) (.01) (.08) (.08) (.00) (.01)

.2,.9 0.67 0.49 .28 0.73 0.68 .00 .08 0.75 0.72 .00 .03 0.53 0.38 .29 0.59 0.57 .00 .03 0.59 0.59 .00 .00
(.02) (.02) (.01) (.03) (.03) (.00) (.01) (.03) (.03) (.00) (.01) (.08) (.06) (.02) (.08) (.08) (.00) (.01) (.08) (.08) (.00) (.01)

.4,.3 0.67 0.62 .07 0.74 0.74 .00 .00 0.74 0.74 .00 .00 0.51 0.48 .06 0.56 0.56 .00 .00 0.56 0.56 .00 .00
(.02) (.02) (.01) (.02) (.02) (.00) (.00) (.02) (.02) (.00) (.00) (.08) (.08) (.00) (.08) (.08) (.00) (.00) (.09) (.09) (.00) (.00)

.4,.6 0.64 0.49 .23 0.71 0.67 .00 .05 0.71 0.71 .00 .01 0.49 0.39 .21 0.54 0.53 .00 .01 0.54 0.54 .00 .00
(.02) (.02) (.02) (.02) (.02) (.00) (.01) (.02) (.02) (.00) (.01) (.08) (.06) (.02) (.08) (.07) (.00) (.01) (.08) (.08) (.00) (.01)

.4,.9 0.61 0.36 .41 0.67 0.60 .00 .09 0.67 0.65 .00 .04 0.45 0.26 .42 0.50 0.48 .00 .05 0.51 0.50 .00 .01
(.02) (.02) (.03) (.02) (.03) (.02) (.02) (.02) (.03) (.00) (.02) (.08) (.06) (.03) (.08) (.07) (.01) (.02) (.08) (.07) (.00) (.02)

.6,.3 0.59 0.55 .08 0.66 0.66 .00 .00 0.66 0.66 .00 .00 0.43 0.39 .08 0.48 0.48 .00 .00 0.48 0.48 .00 .00
(.02) (.02) (.01) (.02) (.02) (.00) (.00) (.02) (.02) (.00) (.00) (.08) (.08) (.01) (.08) (.08) (.00) (.00) (.09) (.09) (.00) (.00)

.6,.6 0.55 0.41 .26 0.61 0.57 .00 .06 0.62 0.61 .00 .01 0.39 0.30 .22 0.44 0.44 .00 .00 0.45 0.45 .00 .00
(.02) (.02) (.02) (.02) (.02) (.00) (.01) (.02) (.02) (.00) (.01) (.08) (.06) (.03) (.08) (.07) (.00) (.02) (.08) (.08) (.00) (.01)

.6,.9 0.51 0.27 .46 0.57 0.48 .07 .16 0.57 0.52 .00 .08 0.35 0.17 .50 0.40 0.37 .00 .09 0.41 0.40 .00 .02
(.02) (.02) (.03) (.02) (.03) (.03) (.03) (.02) (.03) (.00) (.02) (.08) (.05) (.05) (.08) (.06) (.03) (.03) (.08) (.07) (.00) (.03)

avg 0.63 0.50 .22 0.69 0.66 .01 .06 0.70 0.69 .00 .02 0.47 0.38 .22 0.53 0.52 .00 .02 0.53 0.53 .00 .00

Note. Standard deviation in parentheses. avg = Average. ID = Ideal outcome, meaning that the decision maker has access
to both predictor vector x and group label v in selection or screening. ML = outcome using the ML algorithm (which
only has access to predictor vector x). δ1 = relative loss of mean selection quality compared with the ideal selection
outcome (no screening). δ2 = relative loss of mean selection quality compared with the selection outcome after ideal
screening. Green and red represents cells with relative loss δ1 smaller than 5% and larger than 20%, respectively. Gray
represents those with relative loss in between.

54, 59.26%). This confirms what we proved earlier in the section. That is, instead of accepting the top-

quality candidates, the ML algorithm assigned with the selection task chooses candidates with far inferior

qualities due to within-group selection bias. For the screening task, however, the relative loss was far lower,

averaging only 1.77% across the 108 applicable conditions. Further, the relative loss exceeded 10% for

only 2 out of these 108 conditions (1.85%). This confirms that assigning ML with the screening task could

effectively address the fairness issues associated with the selection task, shifting the basis of selection back

to the quality of selected candidates.

To further illustrate how the selection-screening difference varies with the fairness constraint, we zoom

into the worst-case conditions for the ML algorithm in Table 2 (i.e., when p1 = 0.6) and depict in Figure 3

the relationship between selection quality and AIR. As can be seen from the figure, the loss of selection

quality is considerably higher for the selection task under a stringent fairness constraint (i.e., a higher AIR).

For example, in Figure 3b, with the selection task and an AIR requirement of 0.9, the average selection

quality for the ML algorithm is 0.17, over 50% lower than the ideal selection outcome (0.35). In contrast,

with the screening task and AIR = 0.9, the ML selection quality is 0.37, less than 10% lower than the ideal

outcome (0.40). This confirms our earlier finding that, with the selection task, the ML algorithm tends to
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Figure 3 Relationship between Mean Selection Quality and Fairness Constraint

Note. AIR = adverse-impact ratio. The y axis represents the mean quality of all candidates selected. Note that AIR = 0.1 was

excluded in certain settings when the selection outcome under AIR ≥ 0.1 yielded AIR > 0.1.

deviate from quality-based selection under stringent fairness constraints, while assigning the ML with the

screening task could ameliorate this problem.

5.3 Experimental Studies

We now present experimental studies that examine the last question, i.e., how the FAML selection and

screening algorithms compare against each other when both are used in the exact same way to screen can-

didates for manual interviews. In the passages that follow, we describe the datasets used in the experimental

studies, the study design, and the results, respectively.

5.3.1 Datasets

We tested two datasets for the comparison. The first is the simulation dataset described in Section 5.2.1

with p1 = 0.2. The second is a real-world dataset we obtained which contains pre-employment test results,

supervisor-rated job performance, and group label (i.e., majority/minority racial group) for 7,890 incum-

bents of entry-level positions in a Fortune 500 company, including 2,846 (36.07%) protected minorities and

5,044 (63.93%) majorities (as defined by the firm). For each record, there is one quality variable (i.e., y)

ranging from 1 to 5, one group indicator (i.e., v) that is either 0 (i.e., majority) or 1 (i.e., minority), and

a total of 120 predictor variables (i.e., x) that were collected at the time of hiring. Within the predictor

variables, there are 45 that capture the results of situational judgment tests, 20 coded from biodata (i.e.,

prior experience), and 55 from the results of personality tests. Whereas all variables are integer valued, their

scales vary considerably, as some variables represent psychometric assessment scores (e.g., on a 5-point

Likert scale) while others represent the number of seconds taken for a candidate to answer a question. We

used a random 70%-30% split to form the training and testing dataset, respectively.
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5.3.2 Design of ML Algorithms

To ensure a fair comparison, for each dataset, we used the exact same ML algorithm for selection and

screening, with the only exception being their respective prediction targets as defined in Equations 13 and

16, respectively. For the simulation dataset, since the variables were generated as a mixture of multivari-

ate Gaussian distributions, the natural choice for ML algorithm is the iterative Expectation-Maximization

(EM) algorithm for learning a Gaussian mixture model (McLachlan et al. 2019). For the real-world dataset,

the high dimensionality of x (i.e., 120 variables) could easily lead to curse-of-dimensionality problems for

many ML algorithms (Bengio and Bengio 2000), e.g., support vector machines, Gaussian processes, etc. To

address the challenge, we used a multilayer perceptron (MLP; Goodfellow et al. 2016) – i.e., a feed-forward,

fully connected neural network – which is known to excel at handling high-dimensional data (Poggio et al.

2017). It is important to note, however, that our choice of using MLP in this context is for demonstration

purposes only, and should not be interpreted as a suggestion of its superiority over other alternative algo-

rithms (e.g., regularized regression). Specifically, we trained a simple MLP with three layers, a hidden layer

size of 10, and the Rectified Linear Unit (ReLU) activation function following each layer except the last

(Goodfellow et al. 2016). Given the vast scale difference of different predictors, we followed the common

standardization procedure (i.e., using z-score) for each variable before feeding data into the MLP. The train-

ing of MLP was done using the limited memory Broyden–Fletcher–Goldfarb–Shanno algorithm (BFGS)

algorithm (Nocedal and Wright 2006) to minimize the mean squared error of predictions.

5.3.3 Results

For both datasets, we tested the selection and screening algorithms with a final selection rate of s = 0.1

and a fairness constraint of AIR ≥ 1. Both algorithms were used to retain s1 (s1 > s) fraction of candidates,

who are then further selected through manual interviews that are implemented in the exact same way for

both algorithms. Specifically, to ensure that any degradation of selection quality can be attributed to the ML

algorithms rather than the manual interviews, we set the interviews to generate the optimal outcome for

both algorithms – i.e., to select the subset of retained candidates with the highest expected quality, subject

to capacity (i.e., s) and fairness (i.e., AIR ≥ 1) constraints.

With this setup, there is clearly a tradeoff between s1 and the final selection quality ȳ (i.e., the average

quality of all s selected candidates) for both algorithms, because either algorithm could achieve the same,

best possible, selection quality when s1 = 1. We denote such best possible quality as ȳmax. To assess the

tradeoff achieved by the two algorithms, we varied the retention rate s1 from 0.15 to 0.30 (with a step of

0.01), and then compared the minimum retention rate s1 required by either algorithm to reach a certain

fraction (e.g., 80%) of the best possible quality ȳmax. Clearly, this comparison would directly reveal the

saving of interview cost should we replace one algorithm with the other.
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ȳmax

s 1

(a) Simulation Dataset

0.82 0.84 0.86 0.88 0.9
0.15

0.18

0.21

0.24

0.27

ȳ
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Figure 4 Comparison of FAML Selection and Screening Algorithms

Note. s1 = retention rate specified to the FAML algorithm. ȳ = average final selection quality. ȳmax = highest possible value of ȳ

when s1 = 1. For both panels, the final selection rate was set as s = 0.1 with fairness constraint AIR ≥ 1.

Figure 4 shows the results for both datasets. As can be seen from the figure, the screening algorithm

outperformed the selection one in all settings. For the simulation dataset, the selection algorithm required a

retention rate of 0.28 in order to achieve a final selection quality of 0.72 · ȳmax, while the screening algorithm

only required a retention rate of 0.23, representing a saving of 18% in interview cost. Across all settings, the

saving in interview cost ranged from 6% (when ȳ/ȳmax = 0.51) to 18% (when ȳ/ȳmax = 0.72). For the real-

world dataset, the selection algorithm requires a retention rate of 0.27 in order to achieve a final selection

quality of 0.90 · ȳmax, while the screening algorithm only requires a retention rate of 0.24, representing a

saving of 11% in interview cost. Across all settings, the saving in interview cost ranged from 6% (when

ȳ/ȳmax = 0.82) to 14% (when ȳ/ȳmax = 0.87). In sum, for both datasets, assigning FAML with the screening

task (rather than mis-categorizing it as selection) leads to a considerably smaller interview cost for achieving

the same level of final selection quality.

6 Discussions

6.1 Policy, Managerial, and Research Implications

In today’s “Artificial Intelligence Revolution” (Fuller and Swiontkowski 2020), the growing adoption of ML

in organizational decision-making processes makes it increasingly important for researchers, practitioners,

and policymakers to be mindful of the interplay between the technical capabilities of ML and the practical

constraints occasioned by the legal structure. As discussed earlier, facing the within-group selection bias

of FAML selection algorithms, many ML researchers and law scholars have called for a change of law to

legalize subgroup norming (e.g., Lipton et al. 2018, Cowgill and Tucker 2020, Wang et al. 2021, Dwork

et al. 2018, Bent 2020). Our results in the paper, however, demonstrated that there may be other solutions

to the within-group selection bias of existing FAML selection algorithms – e.g., a correct specification of

its prediction target according to the screening task rather than oversimplifying the task as selection. To
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this end, our findings speak to the importance for policymakers not to regard the current ML algorithms

as finalized products in need of regulatory oversight, but to allow further improvements and refinements

through ongoing research.

In terms of managerial implications, our findings suggest that, before using an FAML algorithm in a

selection setting in practice, an organization should customize the algorithm according the specific usage

scenario. As illustrated in the paper, if reasonable efforts of manual assessments could reveal useful quality

signals (even low-validity ones) for selection post ML-screening, an organization could drastically improve

the quality of the final selection outcome. As the validity of available predictors could differ substantially

across industry and organizational conditions (Song et al. 2017, Kim and Ployhart 2018), our findings sug-

gest that firms should carefully examine the potential predictors and their acquisition costs before designing

a proper pipeline that connects ML screening with manual assessment before making the final selection

decisions. Our findings also demonstrate that sometimes seemingly trivial changes in ML design – e.g., the

simple adjustment of prediction target from Equation 13 to 16 – could lead to substantial improvement in

real-world selection scenarios.

For researchers, our work identify new research directions for the use of ML in selection. What we

illustrate in the paper is the importance of one operational decision, i.e., whether to assign an ML algorithm

with the selection or screening task. In addition to this decision, De Corte et al. (2011) outlined six other

design decisions for the operation of a selection system, such as the sequencing of predictors across selection

stages (e.g., which to use in screening and which in post-screening selection) and the selection of predictors

to be administered based on a given cost constraint. Future studies could investigate how these operational

decisions could affect the selection quality and fairness of an FAML algorithm. More broadly, our findings

point to the importance of contextualizing the future development of FAML algorithms in realistic selection

settings, which could set the stage for more interdisciplinary inquiries into FAML in future research.

6.2 Limitations

Even though we followed the prevailing practice in personnel selection research (e.g., Aguinis et al. 2010,

De Corte et al. 2011, Song et al. 2017, Finch et al. 2009) in designing our simulation study, the value

of its results is limited by the validity of the empirical evidences reported in the existing meta-analyses,

some of which have been challenged in the literature (Morgeson et al. 2007). To this end, we note that

the mathematical analysis in the paper (i.e., Theorems 1 and 2) do not make any assumption of the data

distribution. Nonetheless, even these mathematical results assume the training-data input to the machine

learning algorithm as the ground truth, without taking into account limitations on the training data, such

as measurement issues (Hough and Oswald 2000), observational bias (e.g., skewed quality distribution;

Lemaı̂tre et al. 2017), etc. The prediction errors generated by ML algorithms (cf. epistemic uncertainty for

machine learning algorithms; Kendall and Gal 2017) could also affect the validity of our findings. Future

Highlight
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research may examine how such data- and algorithm-quality issues could affect the outcomes of FAML

algorithms in selection and screening settings.

We also offer the caveat that the current work was situated in the legal context in the US. We did not

consider the egalitarian ideals of fairness, despite its popularity in FAML research as the basis of fairness

definitions (Mitchell et al. 2018). We also did not consider the perception of fairness, such as whether

the use of algorithms for selection could undermine individual’s beliefs about procedural justice (New-

man et al. 2020). While the selection-screening distinction studied in the paper is a fundamental issue that

transcends national boundaries, the specific legal environment could differ drastically from one country to

another (Sánchez-Monedero et al. 2020). Thus, our results may be less applicable to nations where anti-

discrimination laws do not stipulate limits on disparate impact, hence rendering the enforcement of fairness

constraints less relevant (Mahlmann 2015, Murphy 2018).

Finally, we focused on AIR as the fairness measure in this paper because of its widespread use in the US

legal system. In the FAML literature, many other measures have been studied (Mitchell et al. 2018). They

range from statistical parity (between groups) on selection rates (Zemel et al. 2013, Agarwal et al. 2018)

to statistical parity on predictive accuracy (Feldman et al. 2015, Donini et al. 2018), from a constraint on

mapping similar predictors to similar outcomes (e.g., Lipschitz constraint; Dwork et al. 2012; no preferential

treatment; Joseph et al. 2016) to an assurance that no protected group under one selection system would

overwhelmingly prefer another system (i.e., “envy-freeness”; Zafar et al. 2019, Ustun et al. 2019), from

a measure specified through causal or counterfactual inference (Datta et al. 2017, Kilbertus et al. 2017,

Kusner et al. 2017, Nabi and Shpitser 2018, Zhang and Bareinboim 2018) to a combination of multiple

constraints (Hardt et al. 2016). These constraints are so diverse that, as noted repeatedly in the FAML

literature (Kleinberg et al. 2017, Chouldechova 2017, Pleiss et al. 2017), many of them are inherently

conflicted even without considering selection quality. Future research may examine how the use of other

fairness constraints may affect the difference between selection and screening tasks for FAML algorithms.
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Supplemental Materials

EC.1 Proof of Theorem 1

THEOREM 1. For any joint distribution Γ with between-group difference δΓ = 0, any selection rate s ∈ (0,1),

and any given fairness constraint AIR ≥ r (r ∈ [0,1]), there must exist a selection algorithm L that satisfies

the selection rate s and fairness constraint AIR ≥ r while having selection quality πSE matching the ideal

value πmax. That is,

πSE = max
L:L∈L

∫
Ω

EΓ(y|x) ·L(x) · pΓ(x)dx = πmax, (EC.1)

where L(x) is the probability for L to select a candidate with predictor vector x, and L is the set of all

possible selection algorithms that satisfy both capacity constraint s and AIR ≥ r.

Proof. The proof is structured as follows. We start by considering the optimal algorithm T that makes use

of the group label v (v ∈ {0,1}) of each candidate to achieve the ideal selection quality πmax. Note that the

existence of T is evident from the definition of πmax in Equation 20. Since T has access to the group label,

we use T (x, v) to denote9 the probability for T to select a candidate with predictor vector x and group label

v. Then, we construct a selection algorithm L, which does not use v in its input, based on T and prove that

L matches T in terms of selection rate, selection quality, and AIR.

Our construction of L is quite simple. For any given candidate with predictor vector x ∈ Ω, we set L to

select the candidate with probability

L(x) = T (x,1), (EC.2)

where T (x,1) is the selection probability, according to T , for a candidate with predictor vector x and group

label v = 1 (i.e., minority).

We prove by contradiction that L matches T in terms of selection rate, selection quality, and AIR. Suppose

they do not match. Then there must exist x ∈ Ω such that T (x,0) ̸= T (x,1), because otherwise L and T

would be equivalent for all candidates (i.e., ∀x ∈ Ω, L(x) = T (x,0) = T (x,1)).

Given the existence of x with T (x,0) ̸= T (x,1), one of following two possibilities must be true: 1) there

exists at least one predictor vector x0 ∈ Ω such that T (x0,0)> T (x0,1); and 2) there is T (x,0)≤ T (x,1) for

all x ∈ Ω, with the inequality (i.e., <) holding for at least some x. We consider the two cases respectively in

the rest of the proof.

9 Without loss of generality, let T (x, v) = 0 if there is zero probability density (according to the joint distribution Γ) for the input
combination of x, v (i.e., pΓ(x, v) = 0).
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Case 1: For the first case, we prove contradiction by first constructing an alternative algorithm T ′ that

also makes use of group label v but is different from T , and then proving that T cannot be optimal (i.e.,

contradiction) because T ′ dominates it in terms of the tradeoff between selection quality and AIR.

Specifically, recall that, in this first case, there exists x0 ∈ Ω such that T (x0,0) > T (x0,1). We set

T ′(x, v) = T (x, v) for all x ∈ Ω\{x0} and v ∈ {0,1}. For x = x0, we set

T ′(x0,1) = T (x0,0) ·Pr{v = 0|x0}+T (x0,1) ·Pr{v = 1|x0} (EC.3)

> T (x0,1), and (EC.4)

T ′(x0,0) = T (x0,0) ·Pr{v = 0|x0}+T (x0,1) ·Pr{v = 1|x0} (EC.5)

< T (x0,0). (EC.6)

The inequalities in (EC.4) and (EC.6) hold because T (x0,0) > T (x0,1). A key observation from the con-

struction of T ′ is that

T (x,0) ·Pr{v = 0|x}+T (x,1) ·Pr{v = 1|x}= T ′(x,0) ·Pr{v = 0|x}+T ′(x,1) ·Pr{v = 1|x} (EC.7)

for all x ∈ Ω, including x0. In other words, the overall selection rates of T and T ′ are exactly the same.

Further, the distribution of x among selected candidates is also the same between T and T ′. Since the

between-group difference is zero (i.e., δΓ = 0), this means that T and T ′ must yield the exact same selection

quality. Yet, the inequalities in (EC.4) and (EC.6) imply that T ′ achieves a higher AIR than T . This contra-

dicts the assumption that T represents an ideal (and therefore Pareto-optimal) selection algorithm because

T is clearly dominated by T ′ in terms of the tradeoff between selection quality and AIR.

Case 2: Now consider the remaining case, where T (x,0)≤ T (x,1) for all x ∈ Ω, with the inequality (i.e.,

<) holding for at least some x. For this case, we reach contradiction by proving that there must be δΓ ̸= 0,

contradicting the assumption that δΓ = 0. We do so in the following three steps.

Step 1: The objective of this step is to prove the existence of a nonempty subset of Ω, denoted by ∆, which

satisfies

Pr{v = 0|x ∈ ∆}
Pr{v = 1|x ∈ ∆}

>
Pr{v = 0}
Pr{v = 1}

. (EC.8)

This can be proven through contradiction. If (EC.8) does not hold, then there must be Pr{v = 0|x}/Pr{v =

1|x} ≤ Pr{v = 0}/Pr{v = 1} for all x ∈ Ω. It follows that∫
Ω

T (x,0) ·Pr{v = 0|x} · pΓ(x)dx <
∫

Ω

T (x,1) ·Pr{v = 0|x} · pΓ(x)dx (EC.9)

≤
∫

Ω

T (x,1) ·Pr{v = 1|x} · Pr{v = 0}
Pr{v = 1}

· pΓ(x)dx (EC.10)

=
Pr{v = 0}
Pr{v = 1}

·
∫

Ω

T (x,1) ·Pr{v = 1|x} · pΓ(x)dx, (EC.11)
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meaning that T yields a selection outcome with AIR > 1, contradicting our assumption of AIR ∈ [0,1].

Step 2: As Step 1 proves the existence of ∆, the objective of Step 2 is to prove that there must exist a pair

of predictor vectors x0 and x′
0, one inside and the other outside ∆, with different expected quality. In other

words, there must exist x0 ∈ ∆ and x′
0 ∈ Ω\∆, such that

EΓ(y|x0) ̸=EΓ(y|x′
0). (EC.12)

The reason here is straightforward. If no such pair exists, then all x (x ∈ Ω) must share the same expected

quality according to Γ. Given δΓ = 0, any selection outcome would then yield the exact same selection

quality, directly proving the theorem10.

Step 3: As Step 2 proves the existence of x0 ∈ ∆ and x′
0 ∈ Ω\∆ withEΓ(y|x0) ̸=EΓ(y|x′

0), we are now ready

to complete the proof for Case 2. Consider the between-group difference for x ∈ {x0,x′
0}, i.e.,

EΓ(y|x ∈ {x0,x′
0}, v = 0)−EΓ(y|x ∈ {x0,x′

0}, v = 1) (EC.13)

=EΓ(y|x0) ·Pr{x = x0|x ∈ {x0,x′
0}, v = 0}+EΓ(y|x′

0) ·Pr{x = x′
0|x ∈ {x0,x′

0}, v = 0}−

EΓ(y|x0) ·Pr{x = x0|x ∈ {x0,x′
0}, v = 1}−EΓ(y|x′

0) ·Pr{x = x′
0|x ∈ {x0,x′

0}, v = 1} (EC.14)

=EΓ(y|x0) ·Pr{x = x0|x ∈ {x0,x′
0}, v = 0}+EΓ(y|x′

0) · (1−Pr{x = x0|x ∈ {x0,x′
0}, v = 0})−

EΓ(y|x0) ·Pr{x = x0|x ∈ {x0,x′
0}, v = 1}−EΓ(y|x′

0) · (1−Pr{x = x0|x ∈ {x0,x′
0}, v = 1}) (EC.15)

=(EΓ(y|x0)−EΓ(y|x′
0)) · (Pr{x = x0|x ∈ {x0,x′

0}, v = 0}−Pr{x = x0|x ∈ {x0,x′
0}, v = 1}). (EC.16)

Note that

Pr{x = x0|x ∈ {x0,x′
0}, v = 0}= Pr{x = x0, v = 0}

Pr{x ∈ {x0,x′
0}, v = 0}

(EC.17)

=
Pr{x = x0, v = 0}

Pr{x = x0, v = 0}+Pr{x = x′
0, v = 0}

(EC.18)

=
Pr{x = x0} ·Pr{v = 0|x0}

Pr{x = x0} ·Pr{v = 0|x0}+Pr{x = x′
0} ·Pr{v = 0|x′

0}
(EC.19)

>
Pr{x = x0} ·Pr{v = 1|x0} · Pr{v=0}

Pr{v=1}

Pr{x = x0} ·Pr{v = 1|x0} · Pr{v=0}
Pr{v=1} +Pr{x = x′

0} ·Pr{v = 0|x′
0}

(EC.20)

≥
Pr{x = x0} ·Pr{v = 1|x0} · Pr{v=0}

Pr{v=1}

Pr{x = x0} ·Pr{v = 1|x0} · Pr{v=0}
Pr{v=1} +Pr{x = x′

0} ·Pr{v = 1|x′
0} ·

Pr{v=0}
Pr{v=1}
(EC.21)

=
Pr{x = x0} ·Pr{v = 1|x0}

Pr{x = x0} ·Pr{v = 1|x0}+Pr{x = x′
0} ·Pr{v = 1|x′

0}
(EC.22)

= Pr{x = x0|x ∈ {x0,x′
0}, v = 1}, (EC.23)

10 More specifically, an algorithm that selects candidates uniformly at random would achieve πmax.
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where the inequality in (EC.20) is due to (EC.8) and x0 ∈ ∆, and the inequality in (EC.21) is due to x′
0 ̸∈ ∆.

Taking the result here (i.e., Pr{x = x0|x ∈ {x0,x′
0}, v = 0}−Pr{x = x0|x ∈ {x0,x′

0}, v = 1}> 0) and (EC.12)

into (EC.16), we have

EΓ(y|x ∈ {x0,x′
0}, v = 0)−EΓ(y|x ∈ {x0,x′

0}, v = 1) ̸= 0, (EC.24)

which contradicts11 the assumption that δΓ = 0. This completes the proof for both cases. ■

11 To see this, simply take Θ = {x0,x′
0} in Definition 1.
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EC.2 Proof of Theorem 2

THEOREM 2 For any given probability density function of the predictor vector x, any fairness constraint AIR

≥ r (r ∈ [0,1]), any selection rate s ∈ (0,1/2], and any constant d > 0, there must exist a joint distribution

Γ of predictor vector x, group label v, and quality y, such that the between-group difference δΓ ≤ d, and

πSE

πmax
≤ ((2sr + 1+ r)2 − 2sr(1+ r)d2) · r · (1+ r − 2s)+ (2sr + 1+ r)3

(1+ r − 2s)r(1+ r)2d2 +(1+ r)2(2sr + 1+ r)2
. (EC.25)

When s → 0, the limit of this ratio satisfies

lim
s→0

πSE

πmax
≤ r + 1

rd2 + r + 1
. (EC.26)

Proof. To prove the theorem, we only need to construct a joint distribution Γ that satisfies all conditions

specified in the theorem. In the rest of the proof, we first describe our construction of Γ, before proving that

Γ satisfies all conditions specified in the theorem.

Construction of Γ: Recall that Γ represents the joint distribution of 1) predictor vector x, 2) group label v,

and 3) quality y. We describe the distribution of the three respectively as follows.

Distribution of x: Note that the probability density function of x is already given as input. In other words,

our construction of Γ must admit any arbitrary probability density function of x. To do so, we first derive

from the probability density function of x two subsets of the domain of x (i.e., Ω), which we denote as Ω0

and Ω1, respectively, such that

Pr{x ∈ Ω0}= 1−Pr{x ∈ Ω1}=
1
2
− sr

1+ r
, (EC.27)

where s and r are the selection rate and AIR requirement, respectively. Since r ∈ [0,1] and s ∈ (0,1/2], there

is always sr/(1+ r)∈ (0,1/4] and, therefore, Pr{x ∈ Ω0} ∈ (0,1/4]. Note that the existence of a probability

density function implies that the distribution of x is absolutely continuous with respect to Lebesgue measure.

Thus, there always exist Ω0,Ω1 ⊆ Ω that satisfy (EC.27). As can be seen from the following discussions,

Ω0 and Ω1 are all we need from the distribution of x for constructing Γ.

Distribution of v: For group label v, we construct its conditional distributions given x such that:

• Ω0 is formed entirely by minorities (i.e., Pr{v = 0|x}= 0 for all x ∈ Ω0).

• For all x ∈ Ω1, the conditional probability of v = 1 given x is Pr{v = 1|x}= 2sr/(2sr + 1+ r).

Note that, given this construction of Γ, the overall fraction of majority candidates is

Pr{v = 0}= Pr{v = 0,x ∈ Ω0}+Pr{v = 0,x ∈ Ω1} (EC.28)

= Pr{v = 0|x ∈ Ω0} ·Pr{x ∈ Ω0}+Pr{v = 0|x ∈ Ω1} ·Pr{x ∈ Ω1} (EC.29)

= 0+
(

1− 2sr
2sr + 1+ r

)
·
(

1
2
+

sr
1+ r

)
(EC.30)

=
1+ r

2sr + 1+ r
· 2sr + 1+ r

2(1+ r)
=

1
2
, (EC.31)
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meaning that majority and minority candidates are of equal fraction according to Γ.

Distribution of y: To complete the construction of Γ, the only remaining task is to specify the conditional

distribution of y given x and v. Since we only need to find one instance of Γ to prove the theorem, we follow

a simple construction where the conditional distribution of y follows the Bernoulli distribution, which can be

parameterized with a single parameter µ ∈ [0,1], the mean of the distribution. We further set the conditional

distribution to be the same for all x in the same subset (i.e., Ω0 or Ω1). That is, for all i ∈ {0,1}, j ∈ {0,1},

and x1,x2 ∈ Ωi, there must be

pΓ(y|x = x1, v = j) = pΓ(y|x = x2, v = j). (EC.32)

With this setup, the task of constructing the conditional distribution of y given x and v is simplified to

specifying the following four parameters:

µ00 =E(y|x ∈ Ω0, v = 0), (EC.33)

µ01 =E(y|x ∈ Ω0, v = 1), (EC.34)

µ10 =E(y|x ∈ Ω1, v = 0), and (EC.35)

µ11 =E(y|x ∈ Ω1, v = 1). (EC.36)

We construct these four parameters as follows.

µ00 = max
(

0,
(2sr + 1+ r)2 − 2sr(1+ r)d2

(1+ r)2d2 +(2sr + 1+ r)2

)
, (EC.37)

µ01 = max
(

0,
(2sr + 1+ r)2 − 2sr(1+ r)d2

(1+ r)2d2 +(2sr + 1+ r)2

)
, (EC.38)

µ10 = max
(

0,
(2sr + 1+ r)2 − 2sr(1+ r)d2

(1+ r)2d2 +(2sr + 1+ r)2

)
, and (EC.39)

µ11 = 1. (EC.40)

Note from these constructions that, since s > 0 and r ≥ 0, there is always µi j ∈ [0,1] for all i, j ∈ {0,1}. To

simplify notations, let

µ = max
(

0,
(2sr + 1+ r)2 − 2sr(1+ r)d2

(1+ r)2d2 +(2sr + 1+ r)2

)
. (EC.41)

With this, our construction can be written as µ00 = µ01 = µ10 = µ and µ11 = 1. This completes our construc-

tion of the joint distribution Γ.

Proof of Γ Satisfying All Conditions: The remaining part of the proof consists of two steps. First, we

prove that our constructed Γ satisfies the upper bound on between-group difference, i.e., δΓ ≤ d. Second,

we prove the upper bound on πSE/πmax as specified in the theorem.
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Upper bound on δΓ: Recall from Definition 1 that, to prove δΓ ≤ d, we need to prove∣∣∣∣EΓ(y|x ∈ Θ, v = 0)−EΓ(y|x ∈ Θ, v = 1)
SDΓ(y|x ∈ Θ)

∣∣∣∣≤ d (EC.42)

for all possible Θ ⊆ Ω. Note from our construction of µi j that for all x ∈ Ω, there is EΓ(y|x, v = 0) = µ. This

reduces (EC.42) to ∣∣∣∣µ−EΓ(y|x ∈ Θ, v = 1)
SDΓ(y|x ∈ Θ)

∣∣∣∣≤ d. (EC.43)

Further, note that for all x ̸∈ Ω1, there is EΓ(y|x, v = 1) = µ. Thus, we only need to consider Θ ⊆ Ω1 when

proving (EC.42). Since both the conditional distribution of v given x and the conditional distribution of y

given x, v stay constant for all x ∈ Ω1, we only need to prove∣∣∣∣µ−EΓ(y|x ∈ Ω1, v = 1)
SDΓ(y|x ∈ Ω1)

∣∣∣∣≤ d. (EC.44)

As EΓ(y|x ∈ Ω1, v = 1) = µ11 = 1, our objective now is to prove

1− µ
SDΓ(y|x ∈ Ω1)

≤ d. (EC.45)

To calculate SDΓ(y|x ∈ Ω1), note that the conditional distribution of y given x ∈ Ω1 follows Bernoulli

distribution with mean

µ1 = Pr{v = 0|x ∈ Ω1} · µ10 +Pr{v = 1|x ∈ Ω1} · µ11 (EC.46)

=
1+ r

2sr + 1+ r
· µ+

2sr
2sr + 1+ r

· 1 (EC.47)

=
2sr + µ(1+ r)

2sr + 1+ r
. (EC.48)

By taking the definition of µ in (EC.41) into (EC.48), we have

µ1 = max

 2sr
2sr + 1+ r

,
2sr + (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2 · (1+ r)

2sr + 1+ r

 (EC.49)

= max

 2sr
2sr + 1+ r

,
2sr + (1+r)(2sr+1+r)2−2sr(1+r)2d2

(1+r)2d2+(2sr+1+r)2

2sr + 1+ r

 (EC.50)

= max

 2sr
2sr + 1+ r

,

(2sr+1+r)3

(1+r)2d2+(2sr+1+r)2

2sr + 1+ r

 (EC.51)

= max
(

2sr
2sr + 1+ r

,
(2sr + 1+ r)2

(1+ r)2d2 +(2sr + 1+ r)2

)
. (EC.52)
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We are now ready to prove (EC.45). Specifically, we calculate its left-hand side as

1− µ
SDΓ(y|x ∈ Ω1)

=
1− µ√

µ1 · (1− µ1)
(EC.53)

=
1− µ√

µ1 ·
(

1− 2sr+µ(1+r)
2sr+1+r

) (EC.54)

=
1− µ√

µ1 · (1−µ)(1+r)
2sr+1+r

(EC.55)

=

√
1− µ

µ1 · 1+r
2sr+1+r

(EC.56)

≤
√

1− µ
(2sr+1+r)2

(1+r)2d2+(2sr+1+r)2 ·
1+r

2sr+1+r

, (EC.57)

where (EC.54) is derived by replacing the second appearance of µ1 with the expression in (EC.48); (EC.56)

is derived by dividing both the numerator and the denominator by
√

1− µ; and the inequality in (EC.57) is

derived by replacing µ1 with the second term in (EC.52).

Recall from (EC.41) that µ takes the maximum value of 0 or (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2 . If µ = 0, there must be

(2sr + 1+ r)2 ≤ 2sr(1+ r)d2, meaning that

1− µ
SDΓ(y|x ∈ Ω1)

≤
√

1− µ
(2sr+1+r)2

(1+r)2d2+(2sr+1+r)2 ·
1+r

2sr+1+r

(EC.58)

=

√
1

(2sr+1+r)2

(1+r)2d2+(2sr+1+r)2 ·
1+r

2sr+1+r

(EC.59)

=

√
(1+ r)2d2 +(2sr + 1+ r)2

(2sr + 1+ r) · (1+ r)
(EC.60)

≤

√
(1+ r)2d2 + 2sr(1+ r)d2

(2sr + 1+ r) · (1+ r)
= d. (EC.61)

Otherwise, if µ = (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2 , then

1− µ
SDΓ(y|x ∈ Ω1)

≤
√

1− µ
(2sr+1+r)2

(1+r)2d2+(2sr+1+r)2 ·
1+r

2sr+1+r

(EC.62)

=

√√√√ 1− (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2

(2sr+1+r)2

(1+r)2d2+(2sr+1+r)2 ·
1+r

2sr+1+r

(EC.63)

=

√√√√ (1+r)2d2+2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2

(2sr+1+r)(1+r)
(1+r)2d2+(2sr+1+r)2

(EC.64)

=

√
(1+ r)2d2 + 2sr(1+ r)d2

(2sr + 1+ r) · (1+ r)
= d. (EC.65)
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This completes the proof of (EC.45) and, in turn, δΓ ≤ d.

Upper bound on πSE/πmax: First, consider the ideal algorithm with access to v, which has an expected

selection quality of πmax. Note that, with our construction of Γ, the ideal algorithm could simply choose all

minority candidates with x ∈ Ω1 and v = 1. Since

Pr{x ∈ Ω1, v = 1}= Pr{v = 1|x ∈ Ω1} ·Pr{x ∈ Ω1} (EC.66)

=
2sr

2sr + 1+ r
·
(

1
2
+

sr
1+ r

)
(EC.67)

=
2sr

2sr + 1+ r
· 2sr + 1+ r

2(1+ r)
(EC.68)

=
sr

1+ r
, (EC.69)

selecting all minority candidates with x ∈ Ω1 exactly reaches AIR = r. We therefore have

πmax = µ11 ·
r

1+ r
+ µ · 1

1+ r
(EC.70)

=
µ+ r
1+ r

(EC.71)

Next, consider a selection algorithm without access to v. Let p0 be the fraction of candidates selected by

the algorithm that have x ∈ Ω0. Since the algorithm has no access to v, the fraction of selected candidates

who are majorities is

s0 = p0 ·Pr{v = 0|x ∈ Ω0}+(1− p0) ·Pr{v = 0|x ∈ Ω1} (EC.72)

= (1− p0) ·
1+ r

2sr + 1+ r
, (EC.73)

while the fraction of minorities is

s1 = p0 ·Pr{v = 1|x ∈ Ω0}+(1− p0) ·Pr{v = 1|x ∈ Ω1} (EC.74)

= p0 +(1− p0) ·
2sr

2sr + 1+ r
. (EC.75)

Given (EC.31), i.e., Pr{v = 0}= Pr{v = 1}, the AIR requirement of AIR ≥ r implies s1/s0 ≥ r. That is,

s1

s0
=

p0 · (2sr + 1+ r)+ (1− p0) · 2sr
(1− p0) · (1+ r)

(EC.76)

=
2sr + p0 · (1+ r)
(1− p0) · (1+ r)

≥ r, (EC.77)

which yields

p0 ≥
r + r2 − 2sr
(1+ r)2

. (EC.78)
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Recall that the expected quality of candidates with x ∈ Ω0 and x ∈ Ω1 is µ and µ1, respectively, with

µ ≤ µ1. This leads to the following upper bound on πSE:

πSE ≤ µ · r + r2 − 2sr
(1+ r)2

+ µ1 ·
(

1− r + r2 − 2sr
(1+ r)2

)
(EC.79)

= µ · r + r2 − 2sr
(1+ r)2

+
2sr + µ(1+ r)

2sr + 1+ r
·
(

1− r + r2 − 2sr
(1+ r)2

)
(EC.80)

= µ · r + r2 − 2sr
(1+ r)2

+
2sr + µ(1+ r)

2sr + 1+ r
· 1+ r + 2sr

(1+ r)2
(EC.81)

= µ · r + r2 − 2sr
(1+ r)2

+
2sr + µ(1+ r)

(1+ r)2
(EC.82)

=
µ(1+ r)2 + 2sr(1− µ)

(1+ r)2
(EC.83)

Putting together πSE and πmax, we have

πSE

πmax
≤ µ · (r + r2 − 2sr)+ 2sr + µ(1+ r)

(1+ r)r +(1+ r)µ
. (EC.84)

Since s ∈ (0,1/2], there is r + r2 − 2sr ≥ r2 ≥ 0. Thus, the right-hand side of (EC.84) increases monotoni-

cally with µ. Taking (EC.41) into (EC.84) then yields

πSE

πmax
≤

(2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2 · (r + r2 − 2sr)+ 2sr + (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2 (1+ r)

(1+ r)r +(1+ r) (2sr+1+r)2−2sr(1+r)d2

(1+r)2d2+(2sr+1+r)2

(EC.85)

=
((2sr + 1+ r)2 − 2sr(1+ r)d2) · (r + r2 − 2sr)+ (2sr + 1+ r)3

(1+ r − 2s)r(1+ r)2d2 +(1+ r)2(2sr + 1+ r)2
(EC.86)

=
((2sr + 1+ r)2 − 2sr(1+ r)d2) · r · (1+ r − 2s)+ (2sr + 1+ r)3

(1+ r − 2s)r(1+ r)2d2 +(1+ r)2(2sr + 1+ r)2
(EC.87)

When s → 0, this becomes

lim
s→0

πSE

πmax
≤ (1+ r)2 · r · (1+ r)+ (1+ r)3

(1+ r)r(1+ r)2d2 +(1+ r)2(1+ r)2
(EC.88)

=
(1+ r)3 · r +(1+ r)3

(1+ r)3rd2 +(1+ r)4
(EC.89)

=
r + 1

rd2 + r + 1
. (EC.90)

This completes the proof of the theorem. ■


